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Abstract: In a recent paperdf Am. Chem. So00Q 122,2010], the authors explored variational principles

that help one understand chemical reactivity on the basis of the changes in electron density associated with a
chemical reaction. Here, similar methods are used to explore the effect changing the external potential has on
chemical reactivity. Four new indices are defined: (1) a potential energy surface that results from the second-
order truncation of the Taylor series in the external potential about some refePfieR,,... Ruv); (2) the
stabilization energy for the equilibrium nuclear geometry (relative to some refer&)d8),the flexibility, or

“lability”, of the molecule at equilibriumA; and (4) the proton hardnesH, which performs a role in the

theory of Brosted-Lowry acids and bases that is similar to the role of the chemical hardness in the theory

of Lewis acids and bases. Applications considered include the orientation of a molecule in an external electric
field, molecular association reactions, and reactions betweémsi@-Lowry acids and bases.

I. Introduction the hardness, softness, Fukui function, and local softfess.

The abundance of chemical knowledge underscores the needl’hese indices aid the understanding of the electronic rearrange-
for incisive and inclusive tools for systematizing chemical data. ments that oceur durl_ng the course of chemical reactions. '_I'he
In recent years, much attention has been paid to the insightshardness and its reciprocal, the softness, are global reactivity
density functior,1al theoh? (DFT) can give into chemical indicators: the inherent reactivity of a chemical species is well-

reactivity3~” DFT reactivity indices such as the chemical described through Pearson’s hard/soft acid/Sasand maxi-

29 i i i
potentiall-® chemical hardness;!t and Fukui functio®13are mum hardnes$™29 principles. On the other hand, the Fukui

useful for elucidating the principles that guide chemical reac- function and the Io'cal softness are Ioca] rf?gg'v'ty indices that
tions. measure the reactivity of a molecular site!>

In a recent papet the authors introduced a “perturbative Such tools are most appropriate when the chemical reaction

perspective” on chemical reactivity. The interactions between ulnd(:r c.onstldertatlon fctc';\]n beldeslcrlbed t"?‘s abc?\znge Iln t.he
molecules and, more specifically, problems associated with electronic structure of the molecule, reactions between Lewis

charge transfer were explored using functional Taylor series _auds and Lewis bases are prototypical examples. And while,

truncated at second order and DFT’s fundamental variational " Pl;'ng'ﬁl‘e' evr:aryhchemlc_al [ﬁactllontcan dbe c_omglle_te_ly de-
principles. For a given configuration of the atomic nuclei (fixed scribe rough changes in the electron densify),™ it is

external potential), a constrained minimization was performed, fsomettllmes thmorfe ujefm t? lchan'g(ta),l thro;l%? a Leglendr? trt?qns-
wherein the total energy is minimized with respect to all 'omaton, theé fundamental variables or the problem 1o the

densities that have the appropriate number of electrons (Orexternal potentialyo(r), and either the number of electron,

H H i 32-34 i
chemical potential). This yields variational approaches to or the electronic chemical potentiai, The electronic
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chemical potential is the negative of the Mulliken electronega- Il. Potential Energy Surfaces for Molecular Systems
tivity, and it represents the escaping tendency of electrons from
a molecular systerh83% The external potential is the part of
the potential felt by electrons that is not due to other electrons
in the system. For an isolated molecule the external potential is
just the potential due to the atomic nuclei,

A. Definition. This work centers upon the interpretation of
potential energy surfaces, so we start by describing the exact
potential energy surface for afi-atom, N-electron molecule.
Denoting the set of nuclear charges {&} ?{Ll and the set of
nuclear coordinates byR.}u ,, the potential energy surface

M z, for an isolated molecule is given by
=2 R W UGRIYL) = BRI + Vi lRILD) (@)

but the external potential may also include contributions from WhereVrep is the nuclearnuclear repulsion energy,
external electric fields or neighboring molecules.

When the fundamental process driving a reaction is not a M
change in electronic structure, but a change in the number, VrED({ Ro}o=1) = Z R — R (4)
location, or kinds of atomic nuclei, it is appropriate to describe e B
this change directly through changes in the external potential
rather than indirectly through the proxy variable of the electron
density. Consider, for example, the transfer of a proton from a Moy s A
Bronsted-Lowry acid to a Bimsted-Lowry base: E{Ru}b o) = rpdn[EIHH(N,yo(r))PPEj] )

MM ZaZﬁ

"andE is the electronic energy,

A—-H+B—A +H-B ) In eq 5, H(N,vo(r)) represents the electronic Hamiltonian
operator for the system in question:

While reaction 2 can be described through the resulting changes ,

in the appropriate molecular electron densities, the process is N N Vi N 1
most directly described as a change in external potential. The H(N,vy(r)) = Z ——F ) + z - (6)
most transparent conceptual tools for understanding such = 2 =1 T

reactions can be found by developing a theory of chemical

reactivity in which the external potential, not the electron For molecules that are subject to additional electric fields,
density, is the fundamental variable. That is, the most transparentas imposed by either some apparatus or nearby molecules, the
conceptual tools for understanding such reactions will be external potential is no longer given by eq 1, and the nuelear
associated with the electron-following, rather than the electron- nuclear repulsion energy is no longer given by eq 4. The forces
preceding, perspective on chemical reactidftyThis strict that affect electrons are largely electrostatic, and hence can be
coupling between changes in nuclear positions and electronexpressed as forces exerted upon electrons by an effective
density is most naturally presented within the adiabatic (e.g., “external” charge distributiorpn(r). The generalized nuclear
Born—Oppenheimer) approximation; this approximation is nuclear repulsion energy is then given by

implicit throughout the remainder of the paper.

Using methods similar to those described in ref 14, the present Vieplon] = 1 Pu(T)pa(r’) drdr’ @
paper proposes several “external potential-based” indices for replPrl =5 |r — |
describing chemical reactivity. In analogy to the previous paper, r‘“’; G

we perform a constrained search: for a fixed number of
electrons or electronic chemical potential, we minimize the total
energy with respect to all external potentials associated with
suitable positions of the atomic nuclei (in particular, we do not
allow changes in the charges of the atomic nuclei). However,

which, upon application of Poisson’s equation, can be written

unlike in ref 14, the results of which were clearly within the _ 1 (V2vo(r)(Vavo(r')) ’

. . ; . Vieplvo] = 5 drdr ®)
exclusive purview of density functional theory, the problem of 32m r— /|
finding the best way to place atomic centers in a molecule is r#v

solved by finding the global minimum on a potential energy

surface, and hence is not a problem unique to density functional egs 7 and 8, points where= ' are excluded from the domain
theory. Accordingly, the theoretical insights of this paper are of the integration, thereby avoiding self-repulsion contributions
introduced through consideration of exact potential energy from the atomic nuclei; eq 8 simplifies to eq 4 for isolated
surfaces (section II). Motivated by a desire to find qualitative molecules. From egs 5 and 8, the potential energy surface for
information about chemical reactivity without computing sub- 5 molecule is seen to be a function of the external potential
stantial portions of the potential energy surface, we discuss howang the number of electrons[N,zo(r)].

to approach key reactivity indices from density functional theory  Because the zero of energy is arbitrary, one may shift the
(section III). Aftgr extending these results .to the grand canlon.ical potential energy surface by a constant without affecting the
ensemble (section IV), we give an overview of the description ynderiying physics. In particular, it is often helpful set the energy
of chemical reactivity provided by the results of ref 14 and the of an appropriate reference state equal to zero, thereby defining

present paper (section V). a shifted potential energy surface:
(33) Ghosh, S. K.; Berkowitz, M. L.; Parr, R. ®roc. Natl. Acad. Sci. p
U.S.A.1984 81, 8018. U[N,o(r)] = U[N,vo(r)] — U[N,o5 ()] 9)
(34) Baekelandt, B. G.; Cedillo, A.; Parr, R. G. Chem. Phys1995
103 8548. . .
(35) Mulliken, R. S.J. Chem. Phys1934 2, 782. Many molecular properties may be obtained from a mol-

(36) Nakatsuiji, HJ. Am. Chem. Sod.974 96, 24. ecule’s shifted potential energy surfatgN,zo(r)]. For instance,
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the optimal nuclear configuration is obtained by finding the perspective, we find the external potential associated with the
global minimum of U[N,uo(r)] over the set of all external  ground-state nuclear configuration by minimizikgN,uo(r)]
potentials that may be obtained through rearrangement of thewith respect to the space of external potentials parametrized by

atomic nuclei from the reference external potentigl(r). The the coordinates{Rj}).
restriction on the external potentials that are to be considered Example 2.Finding the Orientation of a Molecule in an
is key, for otherwise no minimum value & N,vo(r)] exists3? Anisotropic Electric Field. In this instance, the molecular

Since the variations of the external potential are restricted to energy is independent of the position of the molec&gbut
those that may be parametrized through the nuclear coordinatespot of its orientation, €.¢). The presence of an electric field
{R}M_,, we may consider the potential energy surface to be a often changes the relative positions of the atomic nudl&}),
function of the nuclear coordinates({ Ra}?le)- which seems to suggest that we must consider a reduced
B. “Reduced” Potential Energy Surfaces.For large poly- potential surface that depends oiV3{- 1) variables. However,
atomic molecules, the molecular potential energy surface, for sufficiently weak fields, the relative nuclear positions in the
U R ), becomes inconveniently complex. However, for molecule often change little, and the dominant effect is the
a=1/)r . 1 . . .
many molecular processes, one may, by choosing appropriatereorlentatlpn of the molecule. in the presence of the figlals .
nuclear coordinates, approximate a chemical process of interes@ @PProximation, then, we ignore the changes in the relative
by considering some (frequently small) number of nuclear nuclear positions and co!n5|der the reduced po_tentlal energy
coordinates,{X.}. That is, we can reduce the amount of SurfaceUanisoropié0,¢), which measures the relative energies
information contained iJ({ Ry} " ) by holding certain linear of various molecular orientations. The best way to orient the
a=

combinations of the{ Ra},;ﬂzl constant, thereby obtaining a molecule in the electromagnetic field is found by minimizing

. Uoanisotropi€0,¢) With respect to the orientation of the molecule,
reduced pote'ntlal energy surfadd(Xl,Xz,....), that depends only or, equivalently, by minimizindJ[N,vo(r)] with respect to the
on the coordinates most relevant to a given molecular process

) . i . ‘changes in the reference external potential parametrize,
\/.|ewed. from a dlﬁerent perspective, wl\;nle .the fullvs Exgmple 3. Finding the Positign of apMoIecuIe in g);(
dimensional potential energy surfa¢é({ Ro} o—y), is found by - A pighironic, Inhomogeneous Electric Field (Such as, for

[tjasl\tlnctlng :h? d?mam of :he rrlloletculf_lrlp(:;er:nal funct|o_n?l,d Example, a Solvent “Cage”).As the field is inhomogeneous,
[N,z0(r)], to just those external potentials that are associate the position of the molecul®, is important; that is, the potential

with some rearrangement of the nuclei from the reference M :
external potential U(X1,Xz,...) = U[N,vo(r)] represents the energy surfaceU(_{Ra}u:l) no longer possesses translatlonal
o - - . invariance. If, as in Example 2, we assume that the field causes
restriction of the domain of the molecular potential functional L . . i ;
only minimal changes in the relative positions of the atomic

tso éggiierez)r(::;naelmpeorfsn(t)ﬁﬁetzﬁ(t:l;rﬁoerffﬁglgﬁemtg e?(?;?}'glnuclei, we may consider the reduced potential energy surface,
P 9 Uinhomogenead®R,0,¢). The best position and orientation for the

potential, _namely, those rearrangements parametrized throughrnolecule is found by minimizingJimomogeneolR,6.¢) With
the coordinateXy, Xy, .... . .

This highly specific reduction of the domain of the molecular respect to rotations and translations of the molecule, or,

otential ?un)c/:tic[))nal to just those external potentials that are most equivalently, by minimizindJN.o(r)] with respect to changes
P : J . P .. in the reference external potential that can be achieved through
relevant to a given process is best understood through specific__ . .
examples. In preparation for the examples, we divide the nuclearvamjltlon of the parameterR(f.¢).

pies. In prep i pies, . Example 4.Molecular Association Reactions.Consider a

coordinates into three subsets: a set of three Coord'nates’molecular association reaction
denotedR, that specify the position of the molecule; a set of

two coordinates, denoted,), that specify the orientation of A+B—A-B (10)

the molecule; and a set o\3— 6 coordinates, {R;}), that

specify the relative positions of the molecular nuéfei. We wish to predict the relative orientation of molecule A relative
C. Examples.Example 1.Finding the Optimum Molecular to that of molecule B in A-B. In general, finding the geometry

Geometry. Suppose we want to find the optimum nuclear of anM-atom product molecule requires consideration ofM (3
configuration for a molecule in an isotropic and homogeneous — 6)-dimensional potential energy surface. However, when the
environment. In this instance, then, the energy is independentrelative nuclear positions in AB strongly resemble those in
of the position of the molecule, represented Ry and the the isolated fragments A and B, it is plausible to consider a
orientation of the molecule, represented by the angular coor-reduced potential energy surface parametrized by the relative
dinates ¢,¢); that is, the energy depends only upon the relative positions of fragment A and fragment Blag(R,0,¢). That is,
nuclear positions. This suggests that we consider the “reducedwe “clamp” fragment B at the origirR = 0, in some orientation
potential energy surfacet)geometrd{ Rij}), which measures the  (fo.¢0) and consider the molecular energyas(R,0,4), when
“stabilization energy” of the geometry{R;}) relative to the fragment A is at the poinR with orientation ¢,4). The best
reference geometry, {R*}). The best placement for the Way to combine A and B is found by minimizingag(R,6,¢).
atomic nuclei is found by minimizingJ geometryWith respect to If we choose as reference states for A and B the isolated
the relative placement of the nuclei. From an alternative molecular fragments, thet ag(Rmin,Omin.¢min) represents the
molecular interaction energy and approximates the binding
(37) Consider what happens if one tries to minimize the energy of a eneray f
) . k ) . . gy for A-B.

one-electron diatomic molecule without imposing a constraint on the external ; . . .
potential. As the nuclear charge at one atomic center increases without 1Nis procedure requires computing the reduced potential
bound, the energyE < —Z3/2 + Z:ZJ/|(R1 — Ry)|) decreases without energy surface for the entire molecule;-B. However, note
bound. the similarity between the reduced potential energy surface in

(38) For example, the position of the molecule can be represented by
that of the first atom (s&®; = R), the® = 0 direction can be the direction (39) When the “clamped nuclei” approximation is qualitatively incorrect,
of the second atom from the first atom (Re = (R, € = 0, ¢ = 0)), and one must make recourse to the full potential energy surface. However, if
the ¢ = 0 direction can be the direction of a third, noncollinear, atom (so the clamped nuclei approximation yields results that are qualitatively
R3; = (Rs, 03, ¢ = 0)). This leaves R — 6 “internuclear” coordinates, acceptable but not quantitatively satisfactory, one might use the suggested
(R2,Rs,03,R4,Rs,...Rwm), each of which may be measured relative to the reduced potential energy surfaces for conceptual ease and then refine the
position and orientation of the first three atoms. quantitative results through geometry optimization (Example 1).
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this example and Example 3, wherein a molecule is positioned effective external potential due to fragment B is defined by

inside an inhomogeneous, anisotropic electric field. This sug-

gests that we restate the problem posed in reaction 10 as e

follows: What is the best way to position fragment A in the

inhomogeneous, anisotropic electric field generated by fragment

B? To obtain a different construction, recall that each electron
Proceeding in this way, we regard the electrons in fragment in fragment A is interacting electrostatically witls pseudo-

A as interacting with some “effective external potential’, electrons in fragment BThis suggests that one should use the
(r) due to the cumulative effects of the electrons and nuclei Kohn—Sham effective potential for the amopg S(r), as the

assouated with fragment. Bikewise, we regard the electrons  effective external potential for fragment Both this approxima-

of fragment B as interacting with some “effective external tion and the approximation of eq 16 would include the effects

potential”, v (r) due to the electrons and nuclei associated of “interfragment” electron exchange and correlation, albeit in

with fragment A This leads to the following question: What an approximate manner.

is the effective external potential an electron in fragment Afeels  Given a satisfactory form for the “effective external poten-

due to the electrons and nuclei of fragment B? If the interaction tials” for fragments A and B, one then solves the Ket8ham

were only electrostatic, then the effective external potential due equations for the fragments:

to fragment B would be

g (N = vog(r) + f|pB( ) dr' + v, (1) (16)

palr )

dr + v dpar] +

V2
— Tt ygalt) +
pB( ) (11) {’ UOA f'

eBIectrostatitr)

vo(r) + f| w
UeBﬁ[pB;r]]wi,A(r) = fi,Awi,A(r)} -

G )

where v g(r) is the external potential due to the nuclei in
fragment B (as given by eq 1) apg(r) is the electron density

of fragment B While the interaction between the electrons in
fragment A and the nuclei in fragment B is strictly electrostatic,
the electrons in fragments A and B are identical particles, and
hence are subject to the exclusion principle. Moreover, the
electrons in fragments A and B are correlated. Accordingly,
the suitability of the electrostatic description of the effective These equations are coupled, and hence must be solved self-
external potential is uncertain. A more satisfactory description consistently. From them one gets the fragment densitigs)

may be obtained through examining the Ket8ham potential-  andps(r), and hence the molecular density,

based charge density: oaa(r) = pa(1) + palr) (18)

Moreover, one can compute the electronic energies of the
fragments:

{’ 2 +UOB()+f| dr +ch[var] +

UeAﬁ[PAir] Yip(r) = ei,Bwi,B(r)}i_l (17)

d3'(r) = —Vzvg () (12)

where ug_s(r) is the Kohn-Sham effective potential of frag-

mentB 0 En=Tdoal + [pa(n)voa(r) dr

G ) sz Ly )pA( )dr dr' + E [p]

Since the first term ingg "(r) is due tou g(r), eliminating this
term yields the purely electronic charge,

ROETYORN A (Ot ues(n) (13)

= Tdpgl + pr(r)UO,B(r) dr

2ff pB( )pB( )dr dr' + EXC[pB] (19)

A" (1) = pe(r) + G51) (14)
The total electronic molecular energy will be
wheregi(r) is the exchange correlation charge ofrBw and

Liu, Ayers, and Parf}#2 Becausti—43 Ene=EaTEs+ lng (20)

wherelag is the molecular interaction energy, which can be
defined a%*

lag = Tdpa + gl

+ [(palt) + pe() (o A1) + vo g(r)) dr
(a(r) + pa(N)(pa(r') + pg(r' ))

fo r—r'| dr dr’

+ Exc[PA + gl —En —Eg (21)

j‘qelectromc(r) dr = NB -1 (15)

an electron in a KohaSham system can be considered to
interactstrictly electrostatically(i.e., there are no correlation

or exchange effects) with the nuclei of the system And 1
“pseudoelectrons” with total electron densi§/ecroni(r). We
might expect, then, that an electron outside fragment B interacts
strictly electrostatically witiNg pseudoelectrons with electron
density Ne/(Ng — 1)]g5°°""{r). In this approximation, the

(40) Kohn, W.; Sham, L. JPhys. Re. 1965 140 A1133.

(41) Liu, S. B.; Ayers, P. W.; Parr, R. Q. Chem. Phys1999 111,
6197.

(42) Galing, A. Phys. Re. Lett. 1999 83, 5459.

(43) Ayers, P. W.; Levy, MJ. Chem. Physsubmitted.

Given an approximate exchange-correlation energy density
functional, the only term in eq 21 that remains unknown is

(44) Gordon, R. S.; Kim, Y. SJ. Chem. Physl972 56, 3122.
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Tdpa + ps], which could be computed, for example, by the
procedure of Zhao, Morrison, and P&’ However, the

J. Am. Chem. Soc., Vol. 123, No. 9, 2001

To find a reduced potential energy surface appropriate to
Bronsted-Lowry acids, we consider the effect of deprotonating

procedure of Zhao, Morrison, and Parr is more computationally A—H. We may cancel the external potential due to a proton by

demanding than a KohfiSham calculation performed on the

entire molecule, A-B, and so one desires alternative procedures.

As a first approximation, we might assume

Tdoal + T4 (22)

[ps] ~ Tdpoa + pgl

thereby attaining

Ens = Tdpal + Tdpgl
+ [ (oalr) + pa(M)(woalf) + vo (1)) dr
L f I (Pa(r) + pg(N)(palr’) + pg(r' )) o dr

r —r'|

+ Exdoa + 08l (23)

We expect eq 22 to be a satisfactory approximation only when

the fragments are well-separated, so that the Kdbimam

orbitals of the two fragments are almost orthogonal (otherwise

eq 22 violates the Pauli exclusion princigfejAlternatively,
solving eqs 17 subject to the constraint that the KeSham

orbitals from the two fragments are orthogonal ensures that the
molecular description provided by eq 23 is consistent with the

Pauli exclusion principle.)

Finally, we discuss how to construct the reduced potential

energy surfacelas(R,0,¢). As before, we fix fragment B at
the origin in some orientationf,¢o). We then solve eqs 17
for various positions and orientations of fragment A and
compute Eag(R,0,¢). The reduced potential energy surface
Uas(R.0,4), is obtained fromEag(R,0,¢) by adding the
nuclear-nuclear repulsion energy and subtracting the total

energy of the reference state, which we assume to be the |solate<23

molecular fragments.

Example 5.Bronsted—Lowry Acids and Bases.From the
defining reaction (eq 2), it is clear that a'Bisied-Lowry base,
B, is a proton acceptor, while a Brsted-Lowry acid, A—H,

is a proton donor. Therefore, to assess the basicity of B, we

address the optimum way to add a proton tdrBmany cases
(e.g., the ammonia molecule), the geometry of molecule

changes little upon protonation. This suggests that we may

consider the reduced potential energy surface feBHhat is
parametrized by the position of the protd®, that is, fixing
molecule B at the origin = 0) in some reference orientation

(60,0), we consider the change in energy when a proton is

placed at the poinR, Ug —pasdR). The place where B is
protonated corresponds to the poiRmi,, that minimizes

UsL-baséR). Moreover, by choosing the reference state to be

the system with the proton infinitely far frol, we ensure that
—Ug—bas€Rmin) represents the proton affinity. Accordingly, the
magnitude ofUg| —pas{Rmin) reflects the basicity of B in the

gas phase. Proton affinities may also be used to provide
phase acid/base

qualitative explanations for solution

chemistry?9-51

(45) Zhao, Q.; Parr, R. @®hys. Re. A 1992 46, 237.

(46) Zhao, Q.; Parr, R. Gl. Chem. Phys1993 98, 543.

(47) Zhao, Q.; Morrison, R. C.; Parr, R. Bhys. Re. A1994 50, 2138.

(48) Both the coupled KohnSham equations (eqs 17) and the non-
additivity of fragment kinetic energies (eq 22) are explored in the
following: Nalewajski, R. FInt. J. Quantum Chen00Q 76, 252.

(49) Ritchie, C. D.Physical Organic Chemistry: The Fundamental
Concepts2nd ed.; Marcel Dekker: New York, 1990.

(50) Douglas, B. E.; McDaniel, D. HConcepts and Models of Inorganic
Chemistry Blaisdell, Waltham, MA, 1965.

adding a unit negative point charge to the molecule at the
location of a protonRy. Ignoring the rearrangement of A that
occurs after this change in the external potential, we consider
the value of the reduced potential energy surfaee—acid Rr)

at positions corresponding to the placement of each hydrogen
inthe Bransted-Lowry acid, A—H. The place wher&lg —acid Rr)

is minimum,R}", predicts which proton most readily dissoci-
ates from A, and the value dfg —acidR}]") represents this
proton’s dissociation energy. Moreover, gas-phase proton
transfer from A to B (reaction 2) is energetically favorable only
when the proton affinity of B is greater than the proton
dissociation energy for AH, so that

BL amd(Rmm) + U BL— baséRmin) <0 (24)

The reactivity indicedJgL —pasdR) and Ug_ —4cidR) are key
guantities and have applicability to systems other thamBro
sted-Lowry acids and bases. Consider thd§ —as{R) repre-

' sents the change in molecular energy from placing a positive

“test charge” of unit magnitude at the poRtwhile Ug| —acid R)
represents the energy change from placing a negative “test
charge” at the poinR. If the test charge had infinitesimal
magnitude,Up| —pasdR) and —Ug| —4ci(R) would both reflect

the electrostatic potential due to the electron density and nuclear
charges of the molecuf8-34 However, when the test charge
has the magnitude of the charge on the electron, the polarization
of the density induced by the point charge is important, and
hence Ug_ -pasdR) and —Ug_ —acidR) are no longer equal.
Because chemical reactions may be characterized through
interactions between “atomic” or “partial” charges whose
magnitude is on the order of the charge on the electron, we
xpect that the energy changes due to adding a unit positive
charge, UpL-pasdR), and adding a unit negative charge,
UsL-acidR), at the pointR are appropriate tools for qualitative
descriptions of chemical reactivity.

D. Reactivity Indices Derived from Reduced Potential
Energy Surfaces.lt is apparent from the foregoing examples

B that the reduced potential energy surfadgéx), contain much

information about the reactivity preferences for a system. Hence,
it is useful to develop quantities that summarize important
features olU(X). Of particular interest is the behavior bf(X)

at and near its global minimunXm,. For instance, the value
of U(X) at its global minimum represents the stabilization energy
of the optimal geometry relative to the reference geometry.
U(Xmin), however, is typically negative, and hence small values
of U(Xmin) correspond to high stability. Accordingly, we define
the stability througl#®

X =-UXin)

= U[N,2o(X"*1)] = UIN,0o(Xini1)] (25)

(51) Huheey, J. E.; Keiter, E. A.; Keiter, R. Ilnorganic Chemistry:
Principles of Structure and Reagitly, 4th ed.; Harper Collins: New York,
1993.

(52) Politzer, P.J. Chem. Phys198Q 72, 3027.

(53) Politzer, P.J. Chem. Phys198Q 73, 3264.

(54) Murray, J. S., Sen, K., Ed8Jolecular Electrostatic Potentials:
Concepts and Applicationgheoretical and Computational Chemistry, Vol.
3; Elsevier: Amsterdam, 1996.

(55) As a mnemonic device, one may note thétrepresents the
“excitation” energy required to change from the optimal nuclear configu-
ration to the reference configuration.
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Applying eq 25 to Examples-15, we find that (with natural
choices for the reference staté%):

1. Xgeometrymodels the atomization energy of a molecule.

2,3. Xisotropic @Nd XinhomogeneoutNodel the energy stabilization
from repositioning a molecule in an electric field.

4. Xag models the bond dissociation energy for-B.

5. XgL-pasemodels the proton affinity of a Bristed-Lowry
base, and<g| —aciga models the proton dissociation energy for a
Bronsted-Lowry acid>” The physical significance of these
guantities indicates tha{ is a key index for describing chemical
reactivity.

In addition to X, which reflects the stability of a system

relative to a reference configuration, we may wish to consider

the lability or “floppiness” of the molecule; that is, how “flat”
is the reduced potential energy surface Neap? Is the system
rigidly constrained to near-optimal geometries, or do fairly small

Ayers and Parr

energy relative to an appropriate reference state, perturbative
expansions about this reference state are appropriate for explor-
ing molecular potential energy surfaces. Since we wish to probe
how the molecular energy changes as the external potential
changes, we consider the functional Taylor series:

UIN,2(N] = UIN,25(r)]

1 N relr 6°U
+ éff(vo(r) vo (r ))(31)0(1") (5Uo(l’) —
x (vo(r) — () dr dr' + ... (28)

Shifting the zero of the potential energy surface has no effect

stimuli cause large conformational changes? These questionson the general form of the perturbation expansion; consequently,

may be answered by studying the Hessian matrix,

~FPUX)
ij B 8Xl a><‘ X:Xmm

= [VVUX)lxx, .

(26)

The eigenvalues of the Hessian matrix are the force constants

we prefer the expression

6 O(r) Uoref

NG REAR)

UINao] = [ 5251 (o) = o0 o
6°U
6UO(r,) 6U0(r) yoref

x (vo(r) — o)) dr dr' + ... (29)

for displacements about the optimal orientation, and hence when

the trace of the Hessian matrix is small, the molecule is very
labile. This suggests a definition for thebility:

dim(X)

) Tr{F}

(27)

Here, the number of parametersXr(dim(X)) is a normalizing
factor, so that the lability is the reciprocal of an average force
constant for the systef.Accordingly, when dimX) = 1 (as

for a diatomic molecule), is simply the reciprocal of the force
constant in the directioX. More generally, the lability is related
to the number of different molecular configurations that are
accessible at low temperatures.

lll. Perturbation Expansions for the Potential Energy
Surface

A. Functional Taylor Series in the External Potential.

Insofar as the potential energy surface measures the potential

(56) Tables of accurate atomization energies, proton affinities, and other
relevant properties have been compiled by Pople and co-workers, see:WhereAViedvg] = Viedvo]l — Viedvg

Curtiss, L. A.; Raghavachari, K.; Trucks, G. W.; Pople, J.JA.Chem.
Phys1991, 94, 7221. Curtiss, L. A.; Raghavachari, K.; Redfern, P. C.; Pople,
J. A. J. Chem. Phys1997, 106, 1063. Curtiss, L. A.; Raghavachari, K.;
Redfern, P. C.; Pople, J. A. Chem. Phys200Q 112, 7374.

(57) Lohr, L. L.J. Phys. Chem1984 88, 3607.

(58) This definition of the lability is not unique. One could argue that
the lability of a molecule is characterized by its flexibility in the direction
in which it is most easily deformed, leading to the definition

1
L= (o)

where{#} "% are the eigenvalues of the Hessian matrix. Equation 27
reflects the “average” lability; by this definition, a molecule whose potential

energy surface has a “long, narrow valley” is not very labile since many
“near-optimal” nuclear configurations are energetically inaccessible. That
is, the definition of lability adopted in the text quantifies the “floppiness”

of the molecule, while the alternative given in this footnote quantifies the
“stretchiness” of the molecule when a force is applied in the direction of

the normal coordinate corresponding to the lowest fundamental frequency.

If the external potential of the state of interest resembles that
of the reference state sufficiently closely, low-order truncations
of these functional Taylor series will be accurate.

B. Truncation of the Perturbation Expansion. To explore
the properties of this Taylor series, note that, sikegvo(r)]
(eq 8) is a quadratic functional @#(r), functional Taylor series
expansions oV, vo(r)] truncate after the second-order term.
Hence, truncating the Taylor series at second order and
separating the nucleanuclear repulsion terms from the elec-
tronic energy terms yields

YINoo(N)] = AV, o]

6E re
: f(6U0(r))N] voref(UO(r) ~ Y f(r)) dr

1 n o refra CSZ—E
+ Eff(yo(r ) Uy (r ))(6000") 6UO(T))N] vyt

x (vg(r) — oF(r)) dr dr’

(30)
. (In eq 30 and through
the remainder of the paper, second-order truncation of the Taylor
series is accompanied by changing the symbol for a variable to
a capital Greek letter (s — Y, X — E, andL — A).)

To continue further, we must evaluate the functional deriva-
tives of the energy. A detailed discussion of functional deriva-
tives and functional Taylor series is included both in ref 14
and in Appendix A of ref 1, and will not be repeated here. Here
it suffices to know thatdE/duvo(r))n] .o may be interpreted as
the relative change in energy induced by a small incf8ase
vo(r) at the pointr and that [{(0E/Ovo(r))N].gef(vo(r) —
vE(r')} dr represents the first-order change in the energy due
to changing the external potential frovfff(r) to wo(r).

(59) In particular, the perturbation may be considered to be

limed(r' —r)
e—0"
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Functional derivatives may evaluated by perturbation theory. When similar manipulations are performed for the higher order

For instance, consider the perturbed Hamiltonians,
N

HINvo(n] = HINGGTT + S evolr) = o5(m)  (31)
&

He=o[N,20(r)] corresponds to Hamiltonian of the reference
system, whileH.=1[N,uo(r)] is the Hamiltonian for the “target”

of the perturbation expansion. Expanding the energy as a Taylor

series ine,
_ dE| | 10E
E(1) = E(0) + %€ | o + 22| o + .. (32)
it follows that
oE ref 0
- dar=— 33
f@mM@w>%mw ﬂﬂ (33)

For nondegenerate states, the HellmaReynman theorem
indicates that

%_ELO = [ O — o5 () dr (34)

ref

wherep,’(r) is the density for the reference state. Hehce,

oE _ref
Q%Jiw=wm

The second functional derivative is defined to be the
functional derivative of the first functional derivative; hehce

( OE ) ] _ (6pLef(r))
Ovg(r') Ove(N) ) uger \O70(r)

(35)

(36)

functional derivatives, one obtains hyperpolarizability kernels

of successive orders. Inserting our explicit expressions for the
functional derivatives (egs 35 and 38) into eq 30 gives a compact
expression for the shifted potential energy surface:

YIN.woo(N)] = AV fogd + [0 () (wolr) — v (1)) dr
3/ [ o) = NP glr) — ) dr ' (39)

To justify the decision to truncate eq 29 at second order, we
examine the physical significance of each term in eq 39. The
first two terms in eq 39 represent the change in the electrostatic
energy of the system, including both the change in the self-
repulsion of the external potential and the change in the
interaction between the electrons and the charges contributing
to the external potential. For example, addition of a unit positive
point charge at the poirR,

1
Ir =R

Avg(r) = vo(r) — 051 = — (40)

and truncation of eq 39 after the first-order term\iny(r) yields
the molecular electrostatic potentigiR).

Electrostatic effects are not sufficient for explaining chemical
reactivity. As an example, consider the thiocyanate anion, SCN
which is a Lewis base. Both resonance effects and inductive
effects tend to concentrate electron density near the nitrogen
atom, and, as expected, the electrostatic potential is found to
be most negative (and hence most attractive to positive species
(e.g., a Lewis acids)) near the nitrogen atom. However, with
the exception of very hard Lewis acids, SCHinds through
the sulfur atonf® While the electrostatic potential directs the
Lewis acid to bind to the nitrogen atom, the electron density of
SCN- is most readily polarized near the sulfur center, and hence
the sulfur center is the favored binding site for polarizable
reagents (soft Lewis acids). A theory that successfully treats

From the perturbation theory of nondegenerate states, we haveambidentate ligands such as SGNhen, must include both

°E re
Q]e:o = ff(”o(rz) — 5 (1)
x [2N2;{[f---flp;*(xl,...xN)lpk(xl,...xN) ds, dx, dxs ... dx]
]

Lo Wy X)W (X %) Sy O, .. T}
(B = BEI(wo(ry) — vy (ry)) dry dr,

where{ Wi(x,...Xn)} o are the eigenfunctions of the reference
system,/ds denotes summation over the spin coordirsgtand

X denotes both the spatial coordinatgand the spin coordinate,
s. Equation 37 shows that we may identifyo[*'(r)/dvo(r'))n
with the polarizability kernel of the reference systém,

PiEl(r,r,) = 2NZZ{ L[ W (%o )
1=
X WXy, %) S, 0X; O ... O]

[ o WG X) P (X X) TSy O .. O]}
(B~ Ej)

_ (5Prkef(r1))
0vy(ry) n

(37)

(38)

electrostatic effects (in order to successfully predict reactivity
with hard acids) and polarization (in order to successfully predict
reactivity with softer acids). The third term in eq 39 represents
the “linear response” of the density to the change in external
potential, consequently including the effects of density polariza-
tion. Accordingly, truncation of the functional Taylor series at
second order proides a theory that accounts for both electro-
static effects and the polarization of the density due to the
change in external potential.

It is not easy to calculate hyperpolarizability tensors. While
the third-order and higher order terms in the Taylor series are
negligible when the reference state strongly resembles the target
state, the electric fields due tAuwo(r) are typically strong
(because of the small distances involved), and so, in general,
hyperpolarizability contributions to the energy may not be
neglected. However, since the hyperpolarizability terms, like
the linear polarizability term, reflect the deformation of the
density due to the change in external potential, these terms do
not represent effects qualitatively different from those already
included inY[N,zo(r)]; hence, truncation of the functional Taylor
series at second order can be useful for qualitative studies of
chemical reactivity. We emphasize, however, that the second-

(60) The proton is the prototypical hard Lewis acid. Consider, then, that
both HSCN and HNCS are stable species. SiKEE"VKINS = 660, we
find that, as expected for a very hard acid, HNCS is more stable that HSCN.
However, the fact that HSCN exists at all underscores the chemical
importance of electron density polarization effects.
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order truncation of the Taylor series will probably not yield
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with anionic reagents. Similarly, we expe¥s —pasdR) to be

guantitative accuracy for geometries that do not resemble thean appropriate index for describing Bisied-Lowry bases and

reference geometry}{,ef(r). One might remedy this situation by

truncating the perturbation series (eq 29) at higher order.
Alternatively, one could use the functional analogue of Taylor's
series with remaindé¥; for instance®?

Y[N,v(r)] = AVl + f o' (1 Av(r) dr

+ fol{(l—e) [ [ Au(r)PE O (ki) Au(r) dr dr'} de
(41)

Note that evaluating the “path integral” in eq 41 requires
computing the polarizability kernel for intermediate geom-
etries: oF'(r) + eAwvg(r) (0 < € < 1).

C. Descriptors for Chemical Reactivity from the Trun-
cated Taylor Series.GivenY[N,vo(r)], one may then construct

reduced potential energy surfaces by considering only those

portions of Y[N,uo(r)] that may be accessed through changes
in the parameters. We denote the resulting reduced potential
energy surface a¥(X). The optimal configuration for the
molecule corresponds to the choice of parametggg, that
minimizesY(X). One may then compute the stability,

E=—YXnn) (42)
and the lability,
_dim(X)
A= T{ @} 43)

reactions of molecules with cationic reagents. (Here, a reagent
is regarded as anionic if the active site is negatively charged,
while a reagent is regarded as cationic if the active site has a
positive change.)

Becaus€éY | —pasR) andYs. —aci R) are obtained by adding
point charges to the system, these indices are most appropriate
for describing the reactivity of a molecule with respect to small,
unpolarizable reagents. That i¥pL-pnasdR) is particularly
appropriate to hard, cationic reagents, whifg, _a.iR) is
particularly appropriate to hard, anionic reagents. While many
cationic reagents are fairly hard, most anionic reagents are quite
soft. To describe the reactivity of a molecule with respect to
soft reagents, we replace the point charge in the description of
YsL-basdR) and Y —acid R) with a “smeared” point charge,

1
n(Rr)=+——
+ J'L'3/203

—(Jr—R|/0)? (45)

whereo approximates the size of the reagent. Analogous to eq
40, which represents the change in the external potential due to
a point charge, when using the smeared point charge of eq 45,
the change in external potential is given by

1

dr
Ir —

vo(r) = v5(r) = — [ny(Rir) (46)

R|

Substituting eq 46 into eq 39, we obtain a generalization of
YeL-basdR) and YeL-acidR) that is more appropriate for soft
reagents, which we deno¥™" | (R) and Y™ (R). In the

where, in analogy to eq 26, the Hessian for the reduced potentialjjyit of infinitely small reagent sized — 0), YE(I)_ﬁfbaséR) and

energy surface is defined by

© — FY(X)
' B ax' 8X1 szmm
=[VVY(X)]x=x_,.

(44)

Equations 39, 4244 extend the results from section Il to the

Yt {R) become equal t&p —pasdR) and Ya, —acidR).
D. Extension to Degenerate StatesNote that eqs 35 and
38 hold not only for ground states, but for any nondegenerate
state. Hence, the developments of this section are appropriate
not only for reactions on ground-state potential energy surfaces,
but also for reactions on excited-state potential energy surfaces.
For degenerate states, different perturbatidngr) = vo(r)

— o¥(r), affect the degeneracy in different ways. This physical

reduced potential energy surfaces obtained through second-ordepbservation is reflected in the fact that the functional derivatives,

truncation of the functional Taylor series expansion about the

(0E/Owo(r))n and O2E/Sue(r') duo(r))n, No longer exist. However,

reference state. These quantities, then, can be used to explaimaking use of the perturbation theory of degenerate states, one

chemical reactivity in the way the exact quantities were used
in section IIC.
The reduced potential energy surfaces fof igted-Lowry

may generalize the results from this section. For degenerate
states, however, the quantitie8E{dvo(r))n and (2E/duvo(r')
Owe(r))n are supplanted by generalized forms for the functional

acids and bases (Example 5) merit special attention. Recall thatderivative 0 En[vo,0v] and 62En[vo,02], wherein the differentials

YsL-basdR) represents the change in the molecular energy (to
within the error accrued through truncation of the Taylor series)
caused by adding a proton at the pd®{The requisite change
in external potential is given by eq 40.) Accordingig —pasR)
is exactly the electrostatic potentfdt>* ¢(R), plus a correction
that approximates the polarizing effect of the proton on the
density. Because it includes polarization effects; —pasR)
represents a more appropriate reactivity index théR) for
ambidentate ligands and soft reagents.

The quantityYs_—acidR) is related to the change in molecular

energy induced by placing a negative point charge at the point : neti r
ffunctlonal derivatives. The somewhat weaker concept of “de&ix

R, and is hence expected to possess utility similar to that o
YsL-basdR). In particular, we expecYp 4 R) to be appropri-
ate to Brmsted-Lowry acids and the reactions of molecules

(61) van Leeuwen, R.; Baerends, EPhys. Re. A 1995 51, 170.
(62) Equation 41 follows directly from the first-order Taylor Series
remainder form of eq 32 and the chain rule for functional derivatives.

depend not only upon the reference stétgi{(r)), but also upon
the particular perturbatiomz(r), under consideratioft.

IV. Grand Canonical Ensemble

For multicomponent systems, the indistinguishability of
electrons prevents one from assigning particular electrons to
an individual component, rendering it difficult to define the
number of electrons in a componeNt, In analogy to classical
statistical mechanics, one performs a Legendre transformation,

(63) The functional derivatives considered in the text aréclee

functional derivative (see eq 3 of ref 14) would be sufficient for the present
purposes, but it, like the Felet derivative, does not exist for degenerate
states. The “generalized functional derivative” considered here is usually
referred to as a Geaux variation. More information on the various
definitions of functional derivatives may be found in the following: Sagan,
H. Introduction to the Calculus of Variation®over: New York, 1992;
Chapter 1.
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Q[u,ug(r)] = E[N,vy(r)] — uN 47) is not always equal to the negative of the polarizability kernel
(eq 37),—P¥'(r,r"). (However,s®(rr') = —P(r,r') at zero

which shifts variables from the electron number to the electronic temperaturé*-%%) Substitution of eqs 51 and 52 into eq 50 yields
chemical potential>—34 The electronic chemical potential enters a compact form for the shifted potential energy surface:
eq 47 as a Lagrange multiplier, enforcing the constraint of

constant particle number, and hence is giveh by Y, [1,0(1)] = AV fvg + fpref(l’)(vo(r) _ U{)ef(r)) dr
. (W)“ ug) 3 L) — NS — o) dr dr (53)

L . Equation 53 is analogous to eq 39. The definitions for the
When the system is in its ground staeis constant throughout stability, Z, and the lability,A, in grand canonical ansatz are

the system, and hence the chemical potential of a component ) L .
of the systemuc = u, is easily defined. Accordingly, the analogous to their definitions in eqs 42 and 43.

Legendre transformation from the canonical ensemble to the to ?ﬁga;(stzrt:; fugg:ﬁg?':ﬂ“{ggvﬁj E(E';I(’)U:z(;l)] dg:i[\r/]artievsgeocft the
grand canonical ensemble is especially useful for treating P

systems which consist of multiple, strongly interacting compo- grand potentiak2[u,o(r)] with respect to the external potential

nents. The canonical ensemble is most often appropriate for gas_both equal the electron density, the first-order truncations of

phase processes (where the number of electrons in the reactantzn I\t|3((>)(t)r1 (tehqe i?nggq;i(ézléet?}:?))r;r:g f;nngﬁiglg%csoerr(::ggg, the
and products is equal), while the grand canonical ensemble is! ; 9 ' ’

often appropriate for solution-phase processes (where, in equi-eﬁeCt of changing the external potential is, to f_irst c_>rder, strictly

librium, the electronic chemical potentials of the reactants and fec!?(grgstsatlgﬁ; 'gf thsn?tg% triﬂzsrgigzgl aso?err)](t)ilslnir?sl“str)e/clgenrg-eolr der

products both equal the electronic chemical potential of the Y POt ’

solvent). terms in eqs 39 and 53 measure similar effects, name!y, the
We would like to develop results for the grand canonical change in energy due to the rearrangement of the density that

ensemble that are analogous to the results from sections Il andPccurs after a change in the external potential.

lll. The results in sections Il and Il were derived subject 0\, piscussion

the constraint of constant particle number, and hence, by

analogy, results for the grand canonical ensemble will be derived  A. Links between External Potential-Based and Electron
subject to the constraint of constant chemical potential. This Density-Based Reactivity DescriptorsBy considering how
leaves section Il unchanged except for the replacement of thethe molecular energy changes as the external potential changes,
electronic energyE[N,vo(r)], with E[N,uo(r)] — xN. When but the electrpn number (or chem|callp.ote.nt|£?1l) is helq constant,
measuring the potential energy relative to some reference stateVe have derived a number of reactivity indices, chief among

: : . them the diverse reduced potential energy surfa¥¢X), the
(eq 9), this change results in the additional term stability, =, and the lability,A. We may refer to these indices

—u(N — N, (49) as “external potential-based” reactivity indices, in contrast with
¢ the usual reactivity indices of density functional thebwhich
where Nier is the number of particles associated with the WE refer to as “electron density-based” indices. As mentioned
reference state. in the Introduction, external potential-based indices are most
The first substantial change comes in section IIl, where eq @PPropriate for describing chemical reactions in which the
30 is replaced by the analogous external potential changes but the number of electrons (or
chemical potential) changes little, if at all.

Y, [u.vg(n)] = AV, fvg] | Using methods similar to those used here, in ref 14 electron
ensity-based reactivity indices were explored. Just as the best
f 0Q (vo(r) — °(r)) dr way to change the external potential at constant electron number
ovy(r)),, oyt 0 0 (or chemical potential) is found by minimizing the molecular
5 energy with respect to the family of external potentials associ-
+ lff(v () — Uref(r,)) 0°Q ated with the parametrizatioX, the best way to increase or
2 0 0 Ovy(r') oug()/,, et decrease the number of electrons (or the chemical potential) is

found by minimizing the molecular energy with respect to the
x (vo(r) — u[)ef(r)) dr dr’ (50) family of electron densities that possess the appropriate number
of electrons (or chemical potential). These two variational
In eq 50, we denote the truncated functional Taylor series constructs yield the external potential-based and electron density-
expansion of the reduced potential energy surface by based reactivity indices, respectively.
Y, [u,v0(r)], but the subscript may be omitted whenever there ~ Starting with the work of Berkowitz and Péit, many

is little chance of confusion with the constadtcase. researchers have sought relationships between electron density-
Equations 30 and 50 differ only in the functional derivatives, based descriptors of chemical reactivity and changes in molec-
for while ular geometry. In particular, many authors have explored the
relationships between the potential energy surface for a reaction
oQ et | OE and the chemical hardness, chemical potential, and polarizability
B =p (= (51) along the reaction paft-7° The changes in molecular confor-
UO(r) u yoref 6UO(r) N yoref g p : g

(64) Cohen, M. H.; Ganduglia-Pirovano, M. V.; KudrnovsByJ. Chem.

the softness kernel, Phys.1995 103, 3543. . . .
(65) Cohen, M. H. IDensity Functional Theory IV: Theory of Chemical

ref 2 Reactvity; Nalewajski, R. F., Ed.; Springer: Berlin, 1996; pp #41370.
Sref(r )= — op(r) __ 0°Q (52) (66) Ayers, P. W., submitted.
v/ = Sv (r') Sv (I") Sv (r) (67) Berkowitz, M.; Parr, R. GJ. Chem. Phys1988 88, 2554.
0 u 0 OV f uf et (68) Arulmozhiraja, S.; Kolandaivel, Rol. Phys.1997 92, 353.
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mation due to ionization and electron capture may be predicted Table 1. Correspondences between External Potential-Based and
using the nuclear Fukui functiof®’! Similar results for Electron Density-Based Reactivity Indices

electronic excited states were derived by Ayers and Parr in the type of index
context of the GrochataAlbrecht-Hoffmann rule’2Subsum- external electron
ing all of these results is the general theory of “mapping potential-based density-based

relations” between changes in electron density and changes in

Vi . +
molecular geometry#-78 local reactivity YeL-acidR) fﬁ n
i i i YeL-pas{R) f=(r)
Recall that for a system with an integer numbers of particles 4 5h4) stability B —acid wt
at zero temperature, derivatives of the energy with respect to Tl —bose e

particle number do not exist; hence at zero temperature, each  selectivity AT n
electron density-based descriptor is replaced by two descriptors;
one in which the derivative is taken from above, and one in
which the derivative is taken from belof®.For instance,
corresponding to eq 48, one now has two chemical potentials
one where the derivative is taken from above,

that electron is added. Accordingly, we expect that M reacts
most readily with Lewis bases (electron donors) wHelg) is
'large and that the magnitude @f measures the propensity of
M to accept electrons. Similarly, M reacts most readily with

SEIN + Lewis acids (electron acceptors) whérér) is large, and a large

N [N,uo(r)] > . e -

=———= =—A (54) value foru~ (small negative value) indicates that M readily
oN volr) donates electrons. In general, then, given a reaction between a

o Lewis acid, A, and a Lewis base, B,
and one where the derivative is taken from below,

_ (BN
- N o - (55) we observe that A and B bind together, whéjgr) andf 5 (r)
are largest. The reaction 60 is energetically favorable when

A+B—A-B (60)

I and A denote the ionization potential and electron affinity,
respectively. Likewise, there are now two Fukui functions, AEX ) —ug =lg—A, <0 (61)
f+(r) _ 3P_(r) - _ 5[ = ops(r) — p(1)  (56) We conclude that strong Lewis acids have small (large negative)
—| oN o))y TV N 15, while strong Lewis bases have large (small negatixg)
Summarizingf ;(r) is large at the reactive sites of Lewis acids
and and f~(r) is large at the reactive sites of Lewis basgs.
measures how badly a Lewis Acid “wants” additional electrons,
_ ap(r)\~ - while 4~ measures how willingly a Lewis base will donate
fn= (%) = (5_(1‘%) = pn(r) — py-a(r)  (B7) electrgtns. v
OVJIN The finite difference chemical hardness (eq B9)epresents
how “choosey” a molecule is about whether it accepts or donates
electrons. Because the ionization potential of a molecule is
always greater than its electron affinity,is always positive.

Uo(r)

(1)

where pn(r) denotes the electron density for tiNeelectron
system with external potentiab(r). At zero temperature, the

hardness, Recall that a molecule is a good Lewis base whés small,
9E[N,uq(r)] and a good Lewis acid whehis big. Accordingly, a molecule

= 70 (58) is a good Lewis aciénd a good Lewis base whepis small.

N> u1) That is, for a given acid strength (value Aj, softer Lewis

acids are better Lewis bases than harder Lewis acids. If one
is zero when the derivatives are taken from above or below considers that an electron-transfer reaction between two mol-
and infinite when a central difference formula is used. For this €cules, A and B, occurs when eitHgr— Ag (electron transfer

reason, it is most useful to defingwith the “AN = 1” finite from A to B) or lg — Aa (electron transfer from B to A) is
difference approximation to eq 58: greater than zero, it becomes apparent that soft acids and bases
react with a wider range of compounds than hard acids and bases
n=u —u =1—A (59) of similar strength. Ergo the “hardness implies stability”
maxim?9.28
The Fukui function from above,*(r), represents the best Recalling that Btasted-Lowry acid/base theory is a special

way to add an electron to a molecule, M, while the chemical case of Lewis acid/base theory, we expect that there exist
potential from aboveu™, represents the energy gained when correspondences between the external potential-based indices
for Bronsted-Lowry acids and bases and the electron density-

(69) Toro-LabbeA. J. Phys. Chem. A999 103 4398.

(70) Chattaraj, P. K.: Fuentealba, P.; Jaque, P.; Toro-Lakb& Phys. based indices for Lewis acids and bases. These correspondences
Chem. A1999 103 9307. o ; are summarized in Table X —acidR) ande(r) are similar
Ph%ﬂg&hi’(‘)vl'\"é;éé?a”dUg"a'P'VOVa”O’ M. V.; Kudmovsiyd. Chem. indices. Recall thafYs —acdR) approximates the change in

(72) Grochala, W.: Albrecht, A.; Hoffmann, R. Phys. Chem. 200Q molecular energy due to placing a negative point charge at the
104, 2195. pointR. Sincef X(r) is large in those regions of A that are most

(73) AyeLS,IP-d\{V-l:Bng(,JR- GL Phyé- %him-{?O?Q 1|(_J|43 |%/|21t1" W conducive to stabilizing electrons, and since electrons are
Schoonhevd, KA. Nalwewajski R. 8. Phys. Chemisg 69, 6784, negatively charged, we expect thibi —adR) andf (1) are

(75) Nalewajski, R. FPhys. Chem. Chem. Phyk999 1, 1037. large in similar regions of the molecule. Similarly, corresponding

(76) Nalewajski, R. F.; Skora, Q. Phys. Chem. 200Q 104, 5638. to f 5(r), we haveYp —pasdR). f5(r) is large in regions of B

E;g; “g:gwgzi: S' Egﬁﬂzsuf?ﬂtﬁoooéléizzﬁg' where electrons are poorly stabilized by the external potential,

(79) A more detailed derivation of these results is found in the appendix and we expect that it is exactly these locations where the addition
of ref 14. of a proton most effectively stabilizes the molecule. Accordingly,
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we expectf 5(r) and YgL-pasdR) to frequently agree in their
predictions of molecular reactivity.

Corresponding to the global reactivity indices, and u~,
are the Brfosted-Lowry stabilities,

EpL—acid ™ XpL-acia= —PDE

= E[H:A] — E[A] ~ (a;ENH;A)_

BL*base% >(BLfbaseE PA

()
= E[B:] — E[H:B] =~ —|

= (62)

where PDE is the proton dissociation energy and PA is the

proton affinity. Note that, like the electron dissociation energy
(1) and the electron affinityX), both the PDE and the PA are
nonnegative. Large values for the Bsied-Lowry stabilities

indicate strong acids and bases. By contrast, small values of
ut (large A) are associated with strong Lewis acids, and large

values ofu~ (smalll) are associated with strong Lewis ba&gs.

Note that the electron chemical potentials (eqs 54 and 55) and

the Brinsted-Lowry stabilities (eq 62) are related to finite

difference approximations to the energy derivatives with respect

to the number of electrons and protons, respectively. Lohr
exploited this similarity to define the protofelicity,

PDE+ PA
2

Xp (63)

The protofelicity performs a role in the theory of proton-transfer
analogous to that of the electronegativity in the theory of electron
transfer®’

The lability does not correspond to any of these electron

density-based indices. The lability represents the local selectivity

of the site in a Bfosted-Lowry acid or base and hence
measures the “decisiveness” of the local indiCeg, —aciR)
andYp-pasR). To draw a connection to electron density-based
theory, A corresponds to how strongly peaked the Fukui
function is in regions of high reactivity.

The “external potential-based” analogue to the chemical
hardness is provided by th@oton hardness§’

m=- EBLfacid + EBLfbasg
2
~ P =PDE— PA%a—E (64)
oNy,
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changes, but either the number of electrons or the chemical
potential remains constant. By contrast, the electron density-
based description of ref 14 and elsewReseovides reactivity
indices that are most appropriate for reactions, such as electron-
transfer reactions, in which the number of electrons or chemical
potential changes, while the external potential changes little.
Since any chemical process can be written as a sum of two
steps, one in which the electron number (or chemical potential)
changes but the external potential does not, and one in which
the external potential changes but the number of electrons (or
chemical potential) does not, the reagty indices introduced

in this paper, when combined with the already extant reégti
indices explored in the peéous paper, preide a complete set

of reactwity indices for understanding any ground-state chemi-
cal process.

Throughout ref 14, we considered changes in electron density
at constant external potentiah(r). By contrast, throughout the
present paper, we have considered the effect changing the
external potential has on the electron density (the polarizability
terms in eqs 39 and 53 measure the way the electron density
“follows” changes in the external potential). One may reasonably
ask, then, about the form of a theory in which the external
potential,w(r), and the densityp(r), are varied independently.
For this purpose, we define the molecular energy functional,

Elow] = Flp] + [ p(r)w(r) dr

whereF[p] is the HohenbergKohn functional. In both ref 14
and sections Il and IV herein, the key mathematical result is
the second-order Taylor series expansion. Taking the Taylor
series expansion of eq 65, substituting in the definitions from
Table 1 of ref 14, and simplifying, we obtain

E[o.wW] = E[po,Wol + [ o(r)(W(r) — wy(r)) dr
+ [{lel = vlpir]) +wo()}(p(r) — polr)) dr

+ 21 ) = oo loir ' N(p(r) = pole) dir o + o

In particular, we note that because eq 65 is a linear functional
of w(r), all functional derivatives oE[p,w] which are of greater
than first order indw(r) vanish. Except for thg p(r)(w(r) —
wo(r)) dr term, eq 66 is identical to eq 15 in ref 14. (This
similarity results from the following identityE[p,w] — E[po,Wo]

= Euolpl — Ewlpo] + So(r)(W(r) — wo(r)) dr.)

Noting that the external potential-based indices of this paper
apply to both ground and excited states, it is reasonable to ask
whether one can obtain electron density-based indices for excited
states. In a series of papers, Chattaraj and Poddar have examined

(65)

The proton hardness, like the chemical hardness, is nonnegativey, o properties of electron density-based reactivity indices for

Also like the chemical hardness, for a given acid strength (so

the lowest state of any given symmetfy8* Extending these

that =g, —acid is fixed), better bases possess smaller values for yagts 1o other excited states requires an alternative formulation
I1. Similarly, for a given base strength, better acids possess ¢ density functional theory and will not be pursued h&re.

smaller values foll.8! Hence, molecules with largél are

“choosey” as to whether they act as acids or bases, while

molecules with smalll possess both acidic protons and basic
sites. This indicates that molecules with smHIll are more
reactive than molecules with largé and hence the “hardness
implies stability” maxim applies not only to the electronic
hardnessy, but also the proton hardneds,

B. Concluding Remarks. To summarize, the external
potential-based description in this paper provides reactivity
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